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Abstract

An accurate determination of the overall rotation of a protein plays a crucial role in the investigation of
its internal motions by NMR. In the present work, an innovative approach to the determination of the
protein rotational correlation time sR from the heteronuclear relaxation data is proposed. The approach
is based on a joint fit of relaxation data acquired at several viscosities of a protein solution. The method
has been tested on computer simulated relaxation data as compared to the traditional sR determination
method from T1/T2 ratio. The approach has been applied to ribonuclease barnase from Bacillus amylo-
liquefaciens dissolved in an aqueous solution and deuterated glycerol as a viscous component. The result-
ing rotational correlation time of 5.56 ± 0.01 ns and other rotational diffusion tensor parameters are in
good agreement with those determined from T1/T2 ratio.

Introduction

NMR relaxation is the richest source of experi-
mental information on protein dynamics and can
reveal details on the atomic level. By analysing
backbone amide nitrogen relaxation, the global
picture of the dynamics of a protein can be
revealed. Standard relaxation data set consists of
three relaxation values per magnetic field
strength, the 15N–1H steady-state NOE, and the
15N T1 and T2 relaxation times. The most popu-
lar method of the analysis of backbone 15N
relaxation data in terms of protein motions is the
model-free approach proposed originally by Lip-
ary and Szabo (1982) and extended by Clore
et al. (1990). This theory describes internal
motions in terms of generalised order parameters

and effective correlation times without any
assumptions about the nature of the motions.

There are two major difficulties associated
with the model-free approach. The first one is
that the model-free approach implicitly exploits
the assumption that global diffusion of a protein
and internal motions are not correlated. If inter-
nal and rotational motions are coupled, this
assumption does not hold and the model-free
approach is inapplicable (Tugarinov et al.,
2001). The second problem is a certain ambigu-
ity in the determination of the protein rotational
correlation time sR from 15N NMR relaxation
data. If the intramolecular motions of most of
the protein 15N nuclei are fast (se <100 ps),
then the value of sR could be calculated from
T1/T2 ratio (Tjandra et al., 1995). However, if
the major part of the molecule is involved in
internal motions with characteristic times close
to overall correlation time, the value of sR
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obtained from the relaxation data even acquired
on several spectrometers with different resonance
frequencies will be underestimated (Korzhnev
et al., 1997). The underestimated sR, when used
in further calculations, leads to overestimated
order parameters, underestimated correlation
times of internal motions, and might result in
an apparent consistency of the relaxation data
with the simplest model assuming fast intramo-
lecular motions. A possible way of solving the
problem could be by using the relaxation data
acquired for the same protein in different condi-
tions in which the overall rotational correlation
time is changed without affecting the internal
motions.

A novel approach aimed at increasing the
amount of experimental relaxation data by vary-
ing solvent viscosity has been proposed recently
(Zeeb et al., 2003). This study, which considered
solutions with different viscosities separately, has
shown that fast internal motions are mainly inde-
pendent of the viscosity. The increase in solvent
viscosity has been achieved by adding various
quantities of ethylene glycol to a protein solu-
tion. In the present work, we showed, by employ-
ing numerical methods that if internal protein
motions are not affected by an additional viscous
component, then it is possible to separate inter-
nal and overall motions by simultaneous analysis
of relaxation data acquired at different viscosi-
ties. The approach was experimentally tested on
extracellular ribonuclease barnase from Bacillus
amyloliquefaciens, a small globular protein of 110
amino acid residues (Hartley, 1997), dissolved in
an aqueous solution and deuterated glycerol as a
viscous component.

Theory

Model-free analysis of relaxation rates

With the assumptions of the model-free approach
the correlation function C(t) of the 15N–1H bond
vector can be factorized into a product of inter-
nal CI(t) and overall CO(t) parts (Lipary and
Szabo, 1982):

CðtÞ ¼ CIðtÞCOðtÞ: ð1Þ
The simplest model of the overall rotation is the
isotropic rotational diffusion which leads to the

single-exponential form of the correlation func-
tion CO(t):

COðtÞ ¼ expð�t=sRÞ; ð2Þ
where sR is the overall rotational correlation time
which is connected with the rotational diffusion
coefficient D through the relation:

sR ¼ 1=ð6DÞ: ð3Þ
In the case of anisotropic rotational diffusion,
the correlation function CO(t) is given by (Woess-
ner, 1962):

COðtÞ ¼ A1 expð�t=s1Þ þ A2 expð�t=s2Þ
þ A3 expð�t=s3Þ þ A4 expð�t=s4Þ
þ A5 expð�t=s5Þ; ð4Þ

where coefficients A1–A5 can be calculated from
the components Dx, Dy, Dz of the diffusion ten-
sor, Euler’s angles a, b, c defining rotation from
the structure coordinate frame to the coordinate
frame where rotational diffusion tensor has a
diagonal form, and directional cosines l, m and n
of the 15N–1H vector with respect to the axes x,
y and z of the structure coordinate frame as
described elsewhere (Korzhnev et al., 2001). The
corresponding time constants are defined as
follows:

s1 ¼ ð4Dx þ Dy þ DzÞ�1;

s2 ¼ ð4Dy þ Dx þ DzÞ�1;

s3 ¼ ð4Dz þ Dx þ DyÞ�1;

s4 ¼ ½6ðDþ ðD2 � L2Þ1=2Þ��1;

s5 ¼ ½6ðD� ðD2 � L2Þ1=2Þ��1;

where D ¼ 1=3ðDx þ Dy þ DzÞ, L2 ¼ 1=3ðDxDyþ
DxDz þ DyDzÞ.

Rotational correlation time sR for the aniso-
tropic rotation is defined through the compo-
nents of the diffusion tensor in the manner
analogous to the isotropic case (Equation 3):

sR ¼ 1=ð6DÞ ¼ 1=ð2Dx þ 2Dy þ 2DzÞ: ð5Þ

If the protein spatial structure is known, the
components of the diffusion tensor Dx, Dy, Dz,
Euler’s angles a, b, c and directional cosines l, m,
n could be computed numerically using the beads
model approximation (for the review see Korzh-
nev et al., 2001). This method allows one to com-
pute ratios Dx/Dz, Dy/Dz leaving only one
adjustable parameter sR for accounting for the
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rotational diffusion during model-free calcula-
tions even in the case of anisotropic rotation.

In order to account for the dependence of sR
on the viscosity of a solution the translation dif-
fusion coefficient Dt has to be measured. This
allows one to express sR for the particular viscos-
ity (sRg) through the rotational correlation time
in the 0%-glycerol solution sR using the relation
(Orekhov et al., 1999, 2000)

sRg ¼ sRðDt=DtgÞ; ð6Þ
where Dtg and Dt are translation diffusion coeffi-
cients in the solutions with and without glycerol
respectively; sRg and sR are corresponding rota-
tional correlation times. Thus we can use only
one adjustable parameter sR for the whole set of
experimental data with different viscosities. The
Equation 6 is based on the assumption of linear
dependence between rotational and translational
diffusion, which is fully valid only for dilute solu-
tions. High protein concentrations yield a linear
attenuation of the translational diffusion rate (for
the review see Korzhnev et al., 2001), but the
ratio Dt /Dtg remains to be independent of the
protein concentration, and the Equation 6 still
remains in force.

Five-exponential function (Equation 4) for the
particular 15N–1H bond vector can be effectively
approximated by a single exponent (Equation 2)
if we replace sR in the Equation 2 by the effective
rotational correlation time sReff for this vector:

sReff ¼ A1s1 þ A2s2 þ A3s3 þ A4s4 þ A5s5: ð7Þ
The distribution of sReff for the particular 15N–1H
bond vector over the set of protein structures (e.g.
the set of NMR structures) reflects an uncertainty
in the correlation function due to an uncertainty
in the vector direction. Thus, it is convenient to
use the standard deviation of sReff over the set of
protein structures as the measure of uncertainty
in the 15N–1H vector direction in order to exclude
residues with poorly defined orientation.

The original model-free approach (Lipary and
Szabo, 1982) describes a single internal motion
using two parameters S2 and se, where S2 is the
square of the generalised order parameter reflect-
ing the amplitude of motion and se is the effective
correlation time reflecting the timescale of the
motion. The extended theory (Clore et al., 1990)
includes internal motions on two timescales with
the faster of them described by the parameters S2f

and sf, and the slower by S2s and ss. An additional
term used in model-free analysis is Rex, which is
included to account for the relaxation due to a
chemical exchange and is an indicator of motions
on micro to millisecond timescales. Different
types of internal motions can be characterized by
various combinations of the model-free parame-
ters. The combinations considered in the present
study are model 1 {S2}, model 2 {S2, se}, model 3
{S2f , S

2
s , ss}, model 4 {S2, Rex}, and model 5 {S2,

se, Rex}.
If the parameters of internal and overall

motions are known, the spectral density function
J(x) which is Fourier transform of C(t) can be
calculated for each 15N–1H vector. The relaxa-
tion times T1, T2 of 15N nuclei and 15N–1H NOE
are related to the spectral density function (Abra-
gam, 1961)

1=T1 ¼ ðd2=4Þ½JðxH � xNÞ þ 3JðxNÞ
þ 6JðxH þ xNÞ� þ c2JðxNÞ

1=T2 ¼ ðd2=8Þ½4Jð0Þ þ JðxH � xNÞ
þ 3JðxNÞ þ 6JðxHÞ
þ 6JðxH þ xNÞ� þ ðc2=6Þ½4Jð0Þ
þ 3JðxNÞ� þ Rex

NOE ¼ ðd2T1=4ÞðcH=cNÞ½6JðxH þ xNÞ
� JðxH � xNÞ�;

where d ¼ ðl0hcNcH=8p2Þhr�3
NHi, c ¼ xNDr=

ffiffiffi
3

p
,

l0 is the permeability of free space; h is Planck’s
constant; cH and cN are the gyromagnetic ratios
of 1H and 15N respectively; rNH is the nitrogen-
hydrogen bond length; xH and xN are the Lar-
mor frequencies of 1H and 15N respectively; and
Dr is the chemical shift anisotropy of 15N nuclei.

Model evaluation and statistical analysis

In order to extract parameters of overall (sR and
diffusion tensor parameters) and internal (e.g.,
models 1–5) motions, the experimental relaxation
rates and NOEs are fitted to the theoretical val-
ues by minimizing the per residue loss function
v2:

v2ðfÞ ¼
XN

i¼1

ðV th
i ðfÞ � V exp

i Þ2

ðDV exp
i Þ2

: ð9Þ

V exp
i and V th

i ðfÞ are the experimental and theoret-
ical (Equation 8) relaxation times T1, T2 or NOE
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values respectively, DV exp
i is the uncertainty in

the experimental value, N is the number of the
experimentally determined relaxation rates and
NOEs at different viscosities, f denotes a set of
adjustable model parameters which are model-
free parameters and the rotational correlation
time sR. The appropriateness of a particular
model can be evaluated by calculating the chi-
square probability for obtaining a loss function
higher or equal to the one calculated from Equa-
tion 9. Commonly, the model is taken to be inap-
propriate if the loss function exceeds some
critical value defined by a given probability (usu-
ally the 95% quantile) for randomly obtaining a
higher loss function.

If several models with different numbers of
adjustable parameters have to be compared, the
application of the pairwise F-test is very helpful
(Mandel et al., 1995):

F ðf1; f2Þ ¼
m2ðv2ðf1Þ � v2ðf2ÞÞ
ðm1 � m2Þv2ðf2Þ

; ð10Þ

where f1 and f2 denote the parameter sets for a
simple and a more complex model, respectively;
m1 and m2 (m1 > m2) are the numbers of degrees of
freedom of the models. This test addresses the
question of whether the reduction in the loss
function obtained for a model with more param-
eters is statistically significant. As with the v2cri-
terion, if the value defined by Equation 10
exceeds some critical value, one must conclude

that the model with more parameters is vali-
dated.

Materials and methods

Sample preparation and NMR measurements

Uniformly 15N-labeled barnase was obtained as
described previously (Schulga et al., 1998). The
sample used for NMR spectroscopy was 1 mM
15N-labeled barnase in 10 mM potassium-phos-
phate buffer (pH 6.4) in 95%/5% H2O/2H2O.
NMR experiments were performed on a Varian
Unity (1H Larmor frequency of 600 MHz) spec-
trometer at four glycerol concentrations: 0, 8, 16
and 20% (w/w). All experiments were conducted
at 31.5 �C. A series of 1H-detected two-dimen-
sional 15N–1H correlation spectra for the mea-
surements of the backbone 15N longitudinal and
transverse relaxation rates, and NOE were
acquired using the pulse sequences described by
Farrow et al. 1994. All spectra contained 1984
points in the directly detected dimension; other
parameters used in the different experiments are
summarized in Table 1. In 15N–1H NOE experi-
ments two spectra were acquired with and with-
out proton presaturation. Saturation was
achieved by the application of 1H 120� pulses
spaced at 5 ms intervals for 3–5 s prior to the first
15N pulse. T2 relaxation experiments were

Table 1. Parameters of NMR relaxation experiments

Experiment Glycerol % (w/w) D (s)a Nb Relaxation delays (ms) mc

T1 0 2 150 10, 40, 80, 120, 160, 240, 320, 450, 550, 700, 850, 1000 2

8 2 150 10, 40, 80, 120, 160, 240, 320, 450, 550, 700, 850, 1000 2

16 2 150 10, 40, 80, 120, 160, 240, 320, 450, 550, 700, 850, 1000 2

20 2 110 10, 40, 80, 120, 160, 240, 320, 450, 550, 700, 850, 1000 2

T2 0 2 160 16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176 2

8 2 160 16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176 2

16 2 160 16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176 2

20 2 120 16, 32, 48, 64, 80, 96, 112, 128, 144, 160, 176 2

NOE 0 5 150 2

8 5 150 2

16 5 150 1

aRecovery delay.
bNumber of complex data points acquired in the indirectly detected dimension.
cNumber of measurements.
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recorded with a CPMG echo delay of 1 ms
between 15N inversion pulses of 54 ls. To moni-
tor the translational diffusion a set of 20 one-
dimensional spectra (5 independent measurements
for each glycerol concentration) was recorded
using a slightly modified version of the spin-echo
experiment (Altieri et al., 1995) with the strength
of the encoding/decoding pulse field gradients
(PFG) being varied in the range from 0 to ca.
30 Gs/cm. Delays of 100 ms were used for the dif-
fusion. A relaxation delay of two seconds was
used prior to each scan.

All spectra were processed and quantified in
the Varian VNMR software package. A non-
shifted Gaussian weighting was applied prior to
the Fourier transform in the direct dimension
and shifted in the indirect. Backward linear pre-
diction for one point was used for baseline cor-
rection in directly detected dimension. Forward
linear prediction in indirectly detected dimension
was performed to improve resolution; time-
domain data were extended up to 200 points.
Peak heights were measured from the NMR
spectra using routines written in the VNMR
macro programming language. Relaxation rates
and NOEs from several experiments were aver-
aged in order to obtain final values.

Hydrodynamic calculations

For the evaluation of ratios Dx/Dz, Dy/Dz, Eul-
er’s angles a, b, c and directional cosines l, m
and n for the 15N–1H vectors (Equation 4)
hydrodynamic calculations were carried out using
the DIFFC module implemented in the DASHA
3.5 software package (Orekhov et al., 1996).
Twenty NMR structures of barnase were taken
from the Protein Data Bank (PDB entry code is
1FW7). The beads approach (Garcia de la Torre
and Bloomfield, 1981) was applied for all the
atoms from the united-atom force field (Weiner
and Kollman, 1984). Barnase molecule was sur-
rounded by a water shell and those water mole-
cules for which the distance between any of its
atoms and any of the protein atoms was larger
than 3.2 Å were removed. A precise setting of
the microscopic solvent viscosity (which scales
the rotational correlation time) was not impor-
tant since the effective correlation time was later
adjusted through minimization of the per residue
loss function. The results of the hydrodynamic

calculations were used in the analysis of both
synthetic and experimental relaxation data.

Model selection and determination of sR

It was essential to develop a special model selec-
tion strategy, required for determination of types
and parameters of internal motions and to reject
residues whose internal motions are potentially
affected by glycerol. Thus sR determination pro-
tocol was developed, which consists of four
stages.

In the first stage of the protocol, per residue
loss function (Equation 9) minimizations are per-
formed. During the minimization of the loss func-
tion sR is derived separately for each residue using
relaxation data acquired at different viscosities.
Rotational correlation time for the particular vis-
cosity sRg is calculated from the fitted rotational
correlation time for 0%-glycerol solution sR at
every step of non-linear least squares minimiza-
tion procedure using Equation 6. At this stage the
parameters of rotational diffusion anisotropy
(ratios Dx/Dz, Dy/Dz and Euler’s angles a, b, c)
are fixed to the values taken from the hydrody-
namic calculations for a given spatial structure.
For internal motions, only three models are con-
sidered: model 1, model 2 and model 3 (described
in the Theory section). Models 4 and 5 are not
involved because it is impossible to evaluate their
parameters correctly from the data acquired at
one magnetic field keeping sR unfixed. Thus, the
data at different viscosities are fitted together with
two (sR, S

2, model 1), three (sR, S
2, se, model 2)

or four ðsR; S2f ; S2s ; ss, model 3) adjusted parame-
ters for each residue. The dynamic model of a par-
ticular backbone amide 15N–1H vector is selected
according to the following method similar to the
procedure proposed by Mandel et al. (Figure 1).
If the value of the chi-squared probability P(v2)
for model 1 exceeded the upper confidence level
Pupper ¼ 0.2, model 1 is taken to be appropriate.
Otherwise, the experimental data are fitted with
model 2 containing one additional parameter. The
models are compared with the F-test (Equation
10). Provided that F-statistics probability
P(F1,2) > Pupper and P(v2) > Pupper model 2 is
chosen. If P(F1,2) is less than Pupper the same pro-
tocol is used for model 3. Finally one of the mod-
els is selected and its v2 probability is compared
with the lower confidence level Plower ¼ 0.05. The
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residue is rejected if the v2 probability for the
selected model is smaller than Plower; that may be
the indication of glycerol influence upon the inter-
nal motions of the residue.

In the second stage of the protocol, the global
value of sR is estimated through averaging values
of sR over all accepted residues. The use of this
approach became possible because rotational
diffusion anisotropy has already been taken into
account by application of Equation 4 with a
numerically calculated rotational diffusion tensor,
thus sR of different residues should agree within
experimental uncertainty. The mean value of sR
is used for calculation sReff for every residue from
each of 20 NMR structures (PDB entry 1FW7)
using Equation 7. It allows one to reject residues
whose 15N–1H vectors orientation is not well
determined. Residues for which the value of stan-
dard deviation of sReff is greater than 0.04 ns are
omitted from further consideration. Then the
mean value of sR is recalculated using the data
from remaining residues.

In the third stage of the protocol, the resi-
dues, whose values of sR differing from the mean
by two standard deviations, are excluded from
subsequent analysis. This procedure allows one
to exclude the residues data of which are possibly
fitted with the wrong dynamic models and conse-
quently with the wrong values of sR.

The final stage of the protocol is the simulta-
neous fit of all remaining experimental data for

all viscosities with a value of sR common for all
residues. At this stage, parameters of rotational
diffusion anisotropy (ratios Dx/Dz, Dy/Dz and
Euler’s angles a, b, c) are fitted during minimi-
zation procedure in the same manner as sR.
Thus, we have six adjustable parameters com-
mon to the entire data set, and one, two or
three additional parameters per residue depend-
ing on its dynamic model. The uncertainties of
the final values of parameters are determined
through covariance matrix calculation (Press
et al., 1992).

All the available experimental data were pro-
cessed with the above protocol. All model-free
calculations were performed with a 15N–1H inter-
nuclear distance (RNH) of 1.02 Å and a 15N
chemical shift anisotropy (CSA) of )170 ppm
using the modified DASHA 3.5 software package
for Linux (Orekhov et al., 1996).

Simulation

In order to confirm the possibility of sR determi-
nation from the relaxation data acquired at differ-
ent viscosities we tested the above protocol on
synthetic data. For each of 75 15N–1H barnase
spin pairs for which experimental relaxation data
were collected and orientations were well defined
(see below Evaluation of the barnase overall corre-
lation time) 59 synthetic relaxation data sets at 3
values of sR ¼ {2, 6, 15} ns were generated using
Equations 8. For each 15N–1H vector its own
dynamic model (from 1 to 5 described in the The-
ory section) and parameters of internal motions
were randomly selected in order to obtain data
sets with different combinations of dynamic mod-
els: from relatively rigid (models 1 and 2 over all
residues) to extremely mobile (model 3 with
motions in a nanosecond time scale or models 4,
5 with conformational exchange applied to each
residue). Orientations of 15N–1H vectors and
rotational diffusion tensor parameters were taken
identical to those in the first structure from 1FW7
PDB entry. The values of the order parameters
were S2, S2f , S2s ¼ f0:8; 0:85; 0:9g. The values of
the correlation times were se ¼ f0:02; 0:03g ns,
ss ¼ f3; 6; 9g ns. The values of the chemical
exchange term were Rex ¼ f0:1; 0:3g s)1. All the
relaxation data were simulated for four viscosi-
ties, which were taken equal to those used in
experiments (Table 3). Gaussian random noise

Figure 1. Flowchart of the sR and model selection strategy
employed. Additional details provided in the text.
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was added to the simulated data with standard
deviations equal to 2, 2% and 0.02 for T1, T2 and
NOE values respectively.

Estimation of rotational diffusion from T1/T2
ratio

Protein rotational diffusion parameters are gen-
erally estimated from 15N relaxation data using
T1/T2 ratios (Tjandra et al., 1995). To compare
the results of our protocol with this method we
used the generally available program TENSOR
(Dosset et al., 2000), which was designed for the
calculation of rotational diffusion tensor from
the protein spatial structure and 15N T1/T2

ratios. The method was applied for both syn-
thetic and experimental relaxation data. In both
cases, we used the same set of 82 residues, for
which relaxation data were available and NOE
values exceeded 0.75. The uncertainties in the
diffusion tensor components were estimated
from 500 Monte-Carlo simulations using the
standard procedure of the program TENSOR.
The value of sR was calculated from the rota-
tional diffusion tensor components according to
Equation 5.

Results and discussion

Hydrodynamic calculations

Hydrodynamic calculations yielded the ratios of
the principal components of the barnase diffusion
tensor Dx/Dz =0.75, Dy/Dz=0.85 for the first
structure from PDB entry 1FW7. Since all 20
barnase spatial structures from the set are very
similar (mean pairwise backbone RMSD for resi-
dues 4–108 is 0.45 Å), their diffusion tensors were
found to be the same within the accuracy of the
computational method. The values of the ratios
Dx/Dz and Dy/Dz along with the direction cosines
l, m and n of each 15N–1H vector for the first
structure from PDB entry 1FW7 were used both
in simulation studies and in the evaluation of sR
from experimental relaxation rates at the first
stage of the protocol. At the final stage of the
protocol, when all the components of the diffu-
sion tensor were fitted using the experimental
data, the direction cosines of each 15N–1H vector
were also taken from the first structure.

Simulation

In general, the model selection algorithm (Fig-
ure 1) adequately predicts dynamic models and
correctly determines their parameters in the case
of simulation with models 1 and 2 (internal
motions in picosecond time scale). For simulations
with model 3 the model selection algorithm erro-
neously predicts model 1 or 2 when relaxation
data are simulated with sR ¼ 2 ns and works well
for sR ¼ 15 ns. For the data simulated with
sR ¼ 6 ns dynamic model 3 is correctly reproduced
by the prediction algorithm in about 50% of cases
depending on ss and order parameters values.
Wrong prediction of model 1 or 2 instead of the
actually assigned model 3 can be explained by a
too narrow viscosity range (Table 3) that is insuffi-
cient to sR to exceed ss even at the maximum of
viscosity. Another reason is the high value of the
order parameter S2s of internal motions in nano-
second time scale. When the value of S2s is equal to
0.85 or higher, the model selection algorithm often
selects simpler models 1 or 2 as more statistically
significant. The selection of model 1 or 2 instead
of model 3 leads to underestimated values of sR as
a result of a fitting procedure in agreement with
previous studies (Korzhnev et al., 1997).

When relaxation data are simulated with
model 4 or 5 (fast internal motions in picosecond
time scale along with chemical exchange term Rex

added to transverse relaxation rate), the model
selection algorithm selects model 1 or 2 since it is
impossible to determine the parameters of models
4 and 5 keeping sR unfixed. This leads to slightly
overestimated values of sR as a result of the fit-
ting procedure.

Despite of the difficulties described above, the
sR determination method gives final sR esteems in
good agreement with assigned values. The esti-
mated value deviates from the assigned one by no
more than 5% in almost all the cases except sev-
eral data sets simulated with the only model 3 (all
protein residues are involved in motions in nano-
second time scale) or with the exchange term Rex

applied to each residue. Some results of the sR
determination method for synthetic data are sum-
marised in Table 2. In general, the values of the
overall rotational correlation time calculated
according to our protocol are closer to the
assigned values than sR obtained from T1/T2

ratios. The most considerable difference in these
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values is observed when more than 40% of
15N–1H vectors are involved in internal motions
in nanosecond time scale (data sets number 3, 13–
15 simulated with sR ¼ 6 and 15 ns). The presence
of a great number of 15N–1H vectors with confor-
mational exchange (5, 6, 11 and 12 data sets)
leads to systematically overestimated values of sR,
which however are in a good correspondence with
the assigned values. For sR ¼ 2 ns both
approaches show similar results in agreement with
previous studies (Korzhnev et al., 1997). It is
noteworthy that for models with more than 30%
of 15N–1H vectors having motions in nanosecond

time scale (data sets number 3, 4, 9, 13–15) and
sR ¼ 6 ns there is a considerable discrepancy
between overall correlation times assigned in sim-
ulation and determined using our protocol, which
substantially exceeds the estimated uncertainty. A
possible explanation of too small uncertainty of
sR is that the method used for the calculation of
the uncertainty does not account for the
mismatch between the theory and the experiment.
When the theoretical model matches experimental
data, the method gives the correct value of the
uncertainty of sR. However, in the case of a
wrong fit with high v2 value the method gives too

Table 2. Some results of testing of sR determination protocol on synthetic data

Data set

number

Percentage of residues simulated with the

following models of internal motions

sR obtained with our protocol

(sR determined from T1/T2 ratio)

1 2 3 4 5 sR=2 ns sR=6 ns sR=15 ns

1 18.2 18.2 27.3 18.2 18.2 2.002 ± 0.006 6.00 ± 0.01 15.02 ± 0.02

(2.05 ± 0.02) (5.85 ± 0.02) (13.81 ± 0.05)

2 50 50 – – – 1.996 ± 0.005 6.00 ± 0.02 15.00 ± 0.02

(2.01 ± 0.02) (5.97 ± 0.03) (14.85 ± 0.05)

3 50 – 50 – – 1.962 ± 0.005 5.82 ± 0.02 15.01 ± 0.02

(1.97 ± 0.02) (5.69 ± 0.02) (13.13 ± 0.04)

4 33.3 33.3 33.3 – – 1.968 ± 0.005 5.91 ± 0.01 14.99 ± 0.02

(1.98 ± 0.02) (5.77 ± 0.02) (13.49 ± 0.05)

5 33 – – 66 – 2.054 ± 0.006 6.05 ± 0.01 15.05 ± 0.02

(2.14 ± 0.02) (6.05 ± 0.03) (15.00 ± 0.06)

6 – 50 – 50 – 2.040 ± 0.006 6.03 ± 0.01 15.03 ± 0.02

(2.10 ± 0.02) (6.02 ± 0.02) (14.89 ± 0.06)

7 25 25 25 25 – 1.993 ± 0.006 6.03 ± 0.01 15.03 ± 0.02

(2.03 ± 0.02) (5.84 ± 0.03) (13.84 ± 0.05)

8 33.3 66.6 – – – 1.992 ± 0.005 6.00 ± 0.01 15.00 ± 0.02

(2.00 ± 0.02) (5.96 ± 0.03) (14.81 ± 0.06)

9 – 66.6 33.3 – – 1.959 ± 0.005 5.91 ± 0.01 14.99 ± 0.02

(1.98 ± 0.02) (5.75 ± 0.03) (13.46 ± 0.05)

10 25 50 25 – – 1.973 ± 0.006 6.01 ± 0.01 15.02 ± 0.02

(1.98 ± 0.02) (5.82 ± 0.02) (13.82 ± 0.05)

11 50 – – – 50 2.032 ± 0.006 6.03 ± 0.01 15.03 ± 0.02

(2.10 ± 0.02) (6.02 ± 0.03) (14.88 ± 0.06)

12 – 50 – – 50 2.025 ± 0.006 6.03 ± 0.01 15.03 ± 0.02

(2.09 ± 0.03) (6.00 ± 0.03) (14.78 ± 0.05)

13 33.3 – 66.6 – – 1.948 ± 0.005 5.72 ± 0.02 14.97 ± 0.03

(1.96 ± 0.02) (5.61 ± 0.02) (12.76 ± 0.05)

14 – 33.3 66.6 – – 1.935 ± 0.005 5.71 ± 0.02 14.97 ± 0.03

(1.95 ± 0.02) (5.60 ± 0.02) (12.73 ± 0.05)

15 28.6 28.6 42.9 – – 1.950 ± 0.005 5.77 ± 0.02 14.98 ± 0.02

(1.96 ± 0.02) (5.64 ± 0.03) (12.88 ± 0.05)

Note: The values within parenthesis represents sR determined from T1/T2.
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low uncertainties. In the case of sR ¼ 6 ns for
data sets 3, 13–15, v2 value exceeds 2200 for
about 700 degrees of freedom leading to the
incorrect determination of sR and its uncertainty.
However, when the number of residues with
nanosecond internal motions is lower than 30%
(data sets number 1, 7, 10), the value of v2 drops
to 1000 or lower and the value of sR is determined
correctly. It is clear from Table 2 that the use of
our approach leads to a more correct evaluation
of sR than the value obtained from T1/T2 ratios,
especially when the major part of the residues is
involved in slow motions. Apparently, our proto-
col is applicable to evaluation of rotational
diffusion.

NMR measurements

Of the 106 backbone amide groups of barnase,
88 were included in the relaxation measurements.
Seven cross peaks were missed in the spectra
(GLN2, SER38, ARG59, SER67, GLY68 and
ILE109), for ALA37, ASN58 and GLU60 cross
peaks were too weak, i.e., their signal-to-noise
ratio was less than 20. Four pairs of peaks were
significantly overlapped (SER28 and GLY52,
ALA30 and ASP54, TYR78 and ASN84, ILE96
and HIS102) and therefore excluded from analy-
sis. As it was expected, the addition of glycerol
diminished the signal-to-noise ratio but no more
than by 50%. The signal-to-noise ratio varied
from signal to signal and from one experiment to
another, but was never less than 40 (even for the
highest glycerol concentration used). This
resulted in very small, usually less than 1%
uncertainties of T1 and T2 values obtained in the
exponential fitting procedure. The mean values
of 15N T1, T2 and NOE along with their uncer-
tainties are shown in Figure 2. The addition of
glycerol leads to an increase in T1 and decrease
in T2, leaving NOE values almost unchanged, as
was expected from the simulation.

Values of the translation diffusion coefficient
obtained in PFG NMR measurements are pre-
sented in Table 3. Estimated errors in diffusion
experiments were less than 0.5%. As one can see
from Table 3, the translation diffusion coefficient
is almost twofold bigger at 0% (w/w) glycerol
concentration than at 20%. In the simulations
we showed that in most cases this range is suffi-
cient for the correct evaluation of sR.

For several residues the linear dependence of
1H and 15N chemical shifts on viscosity of the
solution was noticed (data not shown). However,
the differences in chemical shifts (Dd) for these
residues in aqueous and most viscous solutions
were not dramatic, usually Dd < 0.03 ppm for

Figure 2. Relaxation data as a function of residue for barnase.
Red squares, green circles, blue triangles and magenta rhom-
buses are for 0, 8, 16 and 20% glycerol percentage ratios
respectively. The data for the residues 3 and 4 are out of scale
and not present on the figure.
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1H, Dd < 0.3 ppm for 15N. It means that the
structure of the protein was not strongly influ-
enced by glycerol.

Evaluation of the barnase overall correlation time

At the first stage of the protocol (Figure 1) data
of 10 15N–1H vectors with too low v2 probability
(i.e. their chi-square probability was below the
0.05 threshold) were rejected (Figure 3d). At the
second stage of the protocol preliminary value of
sR was estimated and used to calculate sReff (see
Equation 5) for 20 NMR structures. Then the
data of 13 residues for which the standard devia-
tion of sReff was greater, than 0.04 ns, were
excluded due to the poorly defined orientations
of their 15N–1H vectors (Figure 3b). This value
of cut-off (0.04 ns) is twice as much as the value
of sR uncertainty obtained in simulation for
sR ¼ 6 ns (Table 2), so using the data of these
15N–1H vectors could result in a large error in
the calculated value of sR.

At the third stage 3 residues (ILE4, ASP101,
ARG110) whose sR were out of the interval
ð\sR[� 2r;\sR > þ2rÞ, where \sR[ is the
mean value of sR (\sR[¼ 5:55 ns) and r ¼ 0.17
ns is the standard deviation, were excluded (Fig-
ure 3c). Thus far, the internal motions of only 13
15N–1H vectors were probably altered with glyc-
erol and consequently excluded from the following
data analysis. Of 88 backbone amide groups,
whose relaxation data were evaluated in the NMR
measurements, 62 groups were included in the
final relaxation data set used for sR calculations.

As one can see from Figure 3a, the final set of res-
idues is uniformly distributed over the entire barn-
ase spatial structure covering various structural
elements.

The final stage was the simultaneous fit of the
final relaxation data set with the global rota-
tional diffusion parameters. The cumulative loss
function over the final data set was 776 for 606
degrees of freedom. As it was shown on synthetic
data, such a value of v2 usually corresponds to a
good match between the theory and the experi-
ment. The global sR obtained for the 62 back-
bone amide groups was 5.56 ± 0.01 ns and the
ratios of the principal components of the barnase
diffusion tensor Dx/Dz ¼ 0.76 ± 0.01, Dy/Dz ¼
0.80 ± 0.01.

The barnase relaxation data at different vis-
cosities were also processed by program TEN-
SOR. The ratios of the principal components of
the barnase diffusion tensor determined from the
relaxation data were Dx/Dz ¼ 0.78 ± 0.01 and
Dy/Dz ¼ 0.85 ± 0.01 for 0%-glycerol solution.
These values are in good agreement both with
the values obtained using the proposed protocol
and with the theoretical hydrodynamic calcula-
tions (Dx/Dz ¼ 0.75, Dy/Dz ¼ 0.85) used at the
first stage of the protocol. The overall rotational
correlation times reported by the program TEN-
SOR for different viscosities sRg are presented in
Table 3. They are also in good correspondence
with the values of sRg determined by our proto-
col (rightmost column in Table 3). This result
is not surprising because only models 1 and 2
were used to fit the relaxation data for all the
62 residues during the determination of sR
(Figures 3c,d). As it was shown on the synthetic
data, in this case both the methods give very sim-
ilar results. A conformance between sRg values
obtained by these methods also indicates appro-
priateness of Equation 6 used in the proposed
protocol for the estimation of sRg from sR and
translational diffusion coefficients.

Conclusions

We have shown the possibility of a joined fit of
NMR relaxation data acquired at different vis-
cosities. The relaxation data analysis allows
unambiguous determination of a protein overall
rotational correlation time. The elaborated

Table 3. Dependence of diffusion parameters of barnase on
viscosity

Glycerol

(w/w) %

Dtg

(10)10 m2/s)a
Dt/Dtg

b sRg (ns)c sR Dt/Dtg

(ns)d

0 1.428±0.004 1 5.51±0.03 5.56±0.01

8 1.201±0.005 1.189 6.55±0.03 6.61±0.04

16 0.989±0.005 1.444 8.01±0.04 8.03±0.05

20 0.829±0.002 1.721 9.39±0.05 9.57±0.06

aThe translational diffusion coefficient determined by PFG
NMR experiments.
bThe ratio of translational diffusion coefficients of aqueous (Dt)
and glycerol containing (Dtg) solutions.
cThe overall rotational correlation time at different viscosities
determined from T1/T2 ratio by the program Tensor.
dThe overall rotational correlation time at different viscosities
determined by Equation 6.
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Figure 3. Determination of overall rotational correlation time for barnase. (a) The ribbon diagram of barnase spatial structure. The
blue colour is for residues from the final data set used for calculation of sR. The red colour represents residues whose data were
excluded from final data set due to various reasons. The residues without relaxation data are shown in grey. The figure was produced
with the MOLMOL program (Koradi et al., 1996). (b) The effective rotational correlation time sReff calculated for each residue in 20
structures of barnase (PDB entry 1FW7). The red data points represent residues, which were excluded from analysis due to poorly
defined orientations of their 15N–1H vectors. (c) The overall rotational correlation time calculated for each residue. The filled triangles
are for model 1, filled squares are for model 2. The lines bounding ±2r interval and the data points out of this interval are shown in
red. (d) The penalty function values after per residue fit of sR. The squares and the triangles are the same as in the previous graph. The
red arrows represent residues, which were excluded due to the v2 criterion.
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approach displayed its efficiency in comprehen-
sive tests on synthetic relaxation data: sR is
determined correctly even if 15N–1H vectors
undergo nanosecond internal motions.

NMR relaxation experiments with ribonucle-
ase barnase and glycerol confirmed the applica-
bility of the method to globular proteins. The
overall rotational correlation time sR ¼ 5.56 ±
0.01 ns calculated for barnase according to our
approach correlate well with that obtained from
T1/T2 ratios. This fact indicates that barnase
internal motions, which contribute to the relaxa-
tion rates, take place predominantly in a fast
picosecond time scale. Although our consider-
ation was based on the model-free approach,
which implies uncorrelated internal and overall
motions, the good correspondence between the
theory and experiment in the case of barnase
indicates the independence of internal motions
from overall rotation.
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